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[1] Sea ice drift and deformation from coupled ice-ocean models are compared with high-
resolution ice motion from the RADARSAT Geophysical Processor System (RGPS). In
contrast to buoy drift, the density and extent of the RGPS coverage allows a more
extensive assessment and understanding of model simulations at spatial scales from
�10 km to near basin scales and from days to seasonal timescales. This work illustrates
the strengths of the RGPS data set as a basis for examining model ice drift and its
gradients. As it is not our intent to assess relative performance, we have selected four
models with a range of attributes and grid resolution. Model fields are examined in terms
of ice drift, export, deformation, deformation-related ice production, and spatial
deformation patterns. Even though the models are capable of reproducing large-scale drift
patterns, variability among model behavior is high. When compared to the RGPS
kinematics, the characteristics shared by the models are (1) ice drift along coastal Alaska and
Siberia is slower, (2) the skill in explaining the time series of regional divergence of the ice
cover is poor, and (3) the deformation-related volume production is consistently lower.
Attribution of some of these features to specific causes is beyond our current scope because
of the complex interplay between model processes, parameters, and forcing. The present
work suggests that high-resolution ice drift observations, like those from theRGPS,would be
essential for future model developments, improvements, intercomparisons, and especially
for evaluation of the small-scale behavior of models with finer grid spacing.
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1. Introduction

[2] Sea ice is a floating, solid medium that controls the
complex exchanges of momentum, heat, and mass between
the sea and the atmosphere over the polar oceans. Its
existence is in turn dependent on the thermodynamic and
dynamic states of these two bounding geophysical fluids.
Thus, models of sea ice are an important component in the
implementation of any numerical model that attempts to
understand the role of the polar regions in global climate.
Sea ice responds to forcings over a broad range of spatial
and temporal length scales. While the large-scale circulation
of sea ice determines the advective part of the ice balance,
the shorter length scales are especially important because
the response of sea ice to gradients in forcings and to
boundary conditions is concentrated along narrow fractures
and cracks. Exposed open water associated with mechanical
failure of the ice cover controls the abundance of thin ice

and the many surface processes dependent on thin ice, such
as turbulent heat flux to the atmosphere. The broad temporal
and spatial spectra of sea ice motion present a particular
challenge to observational systems and model simulations.
[3] An accurate ice dynamics model for climate studies

must reflect the appropriate expressions of the large- and
small-scale processes (e.g., openings/closings) and the
states of the ice cover in terms of its area and thickness
distribution. Differentiation of openings and closings is
important because of how they impact the ice thickness
distribution and ice strength. Extensive assessments of sea
ice simulations have always been limited by the availability
of observational data with appropriate spatial and temporal
timescales. Buoy drifts have produced useful insights into
model performance [e.g., Meier and Maslanik, 2003; Zhang
et al., 2003]. However, even though buoy observations can
provide unparalleled temporal sampling of drift tracks, their
spatial separation (typically hundreds of kilometers except
for dedicated field campaigns) and their preferential deploy-
ment over thicker ice have confined their effectiveness to
providing model assessment only at relatively large length
scales. Estimates of divergence and convergence from
gradients in buoy drift represent only large-scale sums of
openings and closings and are therefore not very useful for
understanding smaller-scale model behavior. The uncertain-
ties in ice drift from moderate-resolution satellite
observations (order of km d�1), while useful for examining
large-scale circulation [Martin and Gerdes, 2007], are still
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too high for fine-scale ice drift associated with fractures/
cracks or openings and closings in the ice cover.
[4] Only with sea ice kinematics derived from high-

resolution SAR imagery have we been able to approach
the spatial length scale required to resolve these processes
[Kwok et al., 1995]. Launched in November 1996,
RADARSAT, with its wide-swath imaging mode, has pro-
vided routine near basin-scale coverage of the Arctic Ocean
at high resolution (�100 m). The fine-scale sea ice kine-
matics produced by the RADARSAT Geophysical Proces-
sor System (RGPS) [Kwok, 1998] resolve fracture patterns
and offer a level of spatial and temporal detail that allows
for a closer examination of small-scale deformation of the
ice cover within a near basin-scale context. Dense 3-day ice
trajectories (�10 km sample spacing) over six winters
(1997–2002) are now available. These products have been
used to drive a granular model of sea ice [Hopkins et al.,
1999] and a single-column ice thickness model [Curry et
al., 2001]. The strain rates have also been used in a study
relating Arctic pack ice stress and deformation [Richter-
Menge et al., 2002] and in a study of rafting and redistri-
bution of ice thickness [Babko et al., 2002]. The ice motion
data are being used in a data fusion study to derive the best
estimate of ice deformation near SHEBA [Lindsay, 2002].
Coon et al. [1998], Hibler [2001], and Hibler and Schulson
[2000] have used the RGPS deformation patterns to under-
stand the implications of modeling an anisotropic ice cover.
One collection of papers on small-scale kinematics and
dynamics includes one by Kwok and Coon [2006].
[5] The objective of this paper is to illustrate the strengths

of the RGPS data set as a basis for examining model ice
drift and its gradients at different spatial and temporal
scales. This adds to the work of Lindsay et al. [2003]
who investigated some aspects of using RGPS to examine
the simulation results from one particular model. This paper
is not about model intercomparison; we avoid direct com-
parisons between models. We have selected four models
with very different attributes; the assessment approaches are
intended to show the variability in behavior of the four
models when compared to RGPS observations. Arctic
Ocean sea ice results are from models based at: the
University of Washington (PIOMAS), Jet Propulsion Lab-
oratory (ECCO2), Naval Postgraduate School (NPS), and
Los Alamos National Laboratory (LANL).
[6] This paper is organized as follows. Section 2

describes the attributes of the four models, the RGPS
observations, and the ancillary data sets used in our anal-
yses. In particular, the special characteristics of the high-

resolution RGPS ice motion are discussed. In Section 3,
model ice drifts are compared with buoy and RGPS obser-
vations, and satellite and model-derived ice area outflows at
the Fram Strait are contrasted. Section 4 examines differences
in the regional deformation obtained from model and RGPS
ice drift. Correlations between the model and RGPS esti-
mates are calculated. Variability in the deformation-related
ice production is estimated and discussed in Section 5.
Section 6 shows examples where there are correspondences
between deformation patterns in the model fields and the
linear kinematic features fromRGPS data set. The last section
summarizes the paper.

2. Model and Data Descriptions

[7] In this section, we provide a brief description of the
characteristics of the four models (Table 1), the RGPS
observations, and the ancillary data sets used here. Daily
fields of model ice drift are used in the assessments in the
following sections.

2.1. Four Models

2.1.1. Pan-Arctic Ice-Ocean Modeling and Assimilation
System
[8] PIOMAS (Pan-Arctic Ice-Ocean Modeling and As-

similation System) is a coupled parallel ocean and sea ice
model. It consists of the thickness and enthalpy distribution
(TED) sea ice model [Zhang and Rothrock, 2001, 2003] and
the Parallel Ocean Program (POP) developed at Los Alamos
National Laboratory. The TED sea ice model is a dynamic
thermodynamic model that also explicitly simulates ice
ridging. It has 12 categories each for ice thickness, ice
enthalpy, and snow. It employs a teardrop viscous-plastic
rheology [Zhang and Rothrock, 2005], a mechanical redis-
tribution function that determines ice ridging [Thorndike et
al., 1975; Rothrock, 1975; Hibler, 1980], and a line suc-
cessive relaxation (LSR) scheme to solve the ice momentum
equation [Zhang and Hibler, 1997]. PIOMAS is configured
to cover the region north of 43�N. The model grid is based
on a generalized orthogonal curvilinear coordinate system
with the northern grid pole displaced into Greenland. The
mean horizontal resolution is 22 km for the Arctic, Barents,
and GIN (Greenland-Iceland-Norwegian) seas, and Baffin
Bay. The model is one-way nested to a similar but global
ice-ocean model [Zhang, 2007]. Daily satellite ice concen-
tration data (data are available at http://polar.ncep.noaa.gov/
seaice/Analyses.html) are assimilated in PIOMAS following
Lindsay and Zhang [2006]. Ice drift is not assimilated.

Table 1. Four Models in This Assessmenta

Model Grid Resolution (km) Ice Dynamics Yield Curve Ice Strength Ocean Model Atmospheric Forcing

University of Washington
(PIOMAS) B-Grid

22 VP teardrop see Rothrock [1975] POP NCEP-NCAR

Jet Propulsion Laboratory
(ECCO2) C-Grid

18 VP ellipse P* = 2.75 � 104 N m�2 MITgcm NCEP-NCAR

NPS B-Grid 9 VP ellipse P* = 2.75 � 104 N m�2 POP ECMWF
LANL B-Grid 40 EVP ellipse see Rothrock [1975] POPb see Hunke and Holland [2007]

aPIOMAS, Pan-Arctic Ice-Ocean Modeling and Assimilation System; VP, viscous-plastic; POP, Parallel Ocean Program; NCEP, National Centers for
Environmental Prediction; NCAR, National Center for Atmospheric Research; ECCO2, Estimating the Circulation and Climate of the Ocean, Phase II
project; MITgcm, Massachusetts Institute of Technology general circulation model; NPS, Naval Postgraduate School; ECMWF, European Centre for
Medium-Range Weather Forecasts; LANL, Los Alamos National Laboratory; EVP, elastic-viscous-plastic.

bPOP output from a prior simulation is used to force the stand-alone ice simulations in the LANL case.
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2.1.2. Estimating the Circulation and Climate of the
Ocean, Phase II Project
[9] The sea ice fields provided by the Estimating the

Circulation and Climate of the Ocean, Phase II project
(ECCO2) are from a global ocean and sea ice simulation
carried out using the Massachusetts Institute of Technology
general circulation model (MITgcm) [Marshall et al.,
1997]. This particular ECCO2 simulation, a baseline inte-
gration labeled cube37, has not yet been constrained by
oceanic and sea ice data. The model configuration is
described by Menemenlis et al. [2005]. A cube-sphere grid
projection is employed, which permits relatively even grid
spacing throughout the domain and which avoids polar
singularities [Adcroft et al., 2004]. Each face of the cube
comprises 510 by 510 grid cells for a mean horizontal grid
spacing of 18 km. The model is integrated in a volume-
conserving configuration using a finite volume discretiza-
tion with C-grid staggering of the prognostic variables. The
ocean model is coupled to a sea ice model that uses a two-
category, zero-layer thermodynamic model to compute sea
ice thickness and concentration [Hibler, 1980]. Ice mechan-
ics follow the viscous plastic rheology of Hibler [1979] and
the ice momentum equation is solved numerically using a
C-grid implementation (M. Losch et al., A dynamic-
thermodynamic sea ice model on an Arakawa C-grid for

coupled ocean sea/ice estimation, submitted to Journal of
Geophysical Research, 2008) of the line successive relax-
ation (LSR) dynamics model of Zhang and Hibler [1997].
Snow cover is simulated as per Zhang et al. [1998]. Open
water, dry ice, wet ice, dry snow, and wet snow albedo are,
respectively, 0.15, 0.85, 0.76, 0.94, and 0.8. This particular
ECCO2 simulation is initialized from rest using the January
temperature and salinity distribution from the paper by
Conkright et al. [2002] (hereinafter referred to as
WOA01) and it is integrated for 32 years prior to the
1996–2001 period discussed in this study. Surface bound-
ary conditions are from the National Centers for Environ-
mental Prediction and the National Center for Atmospheric
Research (NCEP-NCAR) atmospheric reanalysis [Kistler
et al., 2001]. Six-hourly surface winds, temperature, humid-
ity, downward short- and long-wave radiations, and precip-
itation are converted to heat, freshwater, and wind stress
fluxes using the Large and Pond [1981, 1982] bulk formulae.
Shortwave radiation decays exponentially as per Paulson
and Simpson [1977]. Additionally the time-mean river
runoff from Large and Nurser [2001] is applied near the
coastline and, where there is open water, there is a relaxa-
tion to monthly mean WOA01 sea surface salinity with a
time constant of 45 days. Further details can be found in the
papers by Menemenlis et al. [2005] and Fox-Kemper and
Menemenlis [2008] (see also http://ecco2.org/).
2.1.3. NPS
[10] The NPS regional model used for analysis in this

study [Maslowski et al., 2004] consists of the Los Alamos
National Laboratory (LANL) Parallel Ocean Program
(POP) model with a free surface formulation [Dukowicz
and Smith, 1994] coupled to a Hibler-type sea ice model
[Hibler, 1979; Zhang and Hibler, 1997] with a viscous-
plastic rheology, the zero-layer approximation of heat con-
duction through ice and a simplified surface energy budget
[Zhang et al., 1999; Maslowski and Lipscomb, 2003]. Both
components of the coupled model use identical rotated

spherical coordinate grids to eliminate a singularity at the
pole and to simplify the coupling between the models. The
grid is configured at 1/12� (�9 km) in the horizontal and 45
fixed depth layers in the vertical direction. The pan-Arctic
model domain includes all the sea ice covered oceans and
marginal seas of the northern hemisphere. Multidecade
simulations have been completed, including 48-year spin-
up and four 1979–2004 interannual runs forced with
realistic daily averaged atmospheric data, including the
ECMWF 1979–1993 reanalysis (ERA15) and 1994–2004
operational products [Maslowski et al., 2007]. Daily snap-
shots of sea ice output from one of the interannual runs are
used in this paper.
[11] The sea ice model that produced the results used here

employs a simplified representation of sea ice thermody-
namics and strength parameterization compared to the other
three models [Maslowski and Lipscomb, 2003]. In particu-
lar, a more sophisticated representation of the ice thickness
using multiple categories of sea ice and of ice strength based
on the amount and thickness of thin ice fraction allows
significant improvements in modeled ice drift and deforma-
tion in more recent models. Such limitations are in a major
part responsible for the results described in this paper when
the performance of this model is compared to the RGPS
data set. Another, perhaps less important factor is the
difference between ECMWF atmospheric forcing data used
in the NPS model and NCEP-NCAR-based data used in the
other three models (Table 1). A combination of high-
resolution and improved parameterizations of sea ice ther-
modynamics and ice strength produces much more realistic
simulations in the currently used model at NPS [Maslowski
and Lipscomb, 2003]. However, results from the new model
integration for the time period of the RGPS data are not
available at the time of this work.
2.1.4. LANL
[12] The LANL simulation employs the sea ice model by

Hunke and Lipscomb [2006], and is intended to be repre-
sentative of sea ice simulations within current state-of-the-
art global climate models. The model is configured for the
1�, displaced pole grid used for the ocean and ice compo-
nents of the fully coupled Community Climate System
Model (CCSM) by Collins et al. [2006], and output from
the CCSM ocean component (POP) in a fully coupled
CCSM run is used for the lower boundary conditions in
CICE, including sea surface temperature and salinity, sur-
face currents and a deep ocean heat flux. The sea surface
temperature is modified on the basis of applied atmospheric
forcing and the sea ice response using a thermodynamic
ocean mixed layer parameterization within CICE.
[13] The atmospheric forcing used for this run (1980–

2004) is a modified version of the Large and Yeager [2004]
data set described by Hunke and Holland [2007]. A
stability-based atmospheric boundary layer formulation is
used to compute the turbulent sensible and latent heat fluxes
and wind stress components as described by Hunke and
Lipscomb [2006]. CICE features the elastic-viscous-plastic
dynamics module of Hunke and Dukowicz [2002], advec-
tion via incremental remapping as in the paper by Lipscomb
and Hunke [2004], the energy-conserving approach to ice
thermodynamics of Bitz and Lipscomb [1999], and a five-
category ice thickness distribution, with four ice layers and
one snow layer in each category. State variables include ice
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area and surface temperature for each thickness category,
and ice or snow volume and enthalpy for each layer within
each thickness category. Transformations of state variables
among thickness categories are also performed using an
incremental remapping algorithm [Lipscomb, 2001]; ice
ridging and rafting are modeled using an energy-based
parameterization for mechanical redistribution [Lipscomb
et al., 2007]. The sea ice albedo follows the dual-band,
thickness- and temperature-dependent formulation of
CCSM. The grid spacing ranges between 20 and 85 km,
averaging 40 km north of 70 N. Other than not being
coupled to an active ocean model, the sea ice model
configuration and initialization is identical to the 1� case
of Hunke and Holland [2007].

2.2. RGPS Data Set

[14] Since November of 1996, the RADARSAT imaging
radar has provided routine high-resolution SAR mappings
of the western Arctic Ocean at �3-day intervals. The
sampling period of �3 days is determined by available data
allocation even though a shorter sampling interval would be
more optimal for resolving small-scale kinematics. Ac-
quired radar data are recorded and processed at the Alaska
Satellite Facility (ASF) in Fairbanks, Alaska. The resultant
sea ice imagery is analyzed by procedures implemented in
the RADARSAT Geophysical Processor System (RGPS).
Primary estimates from the RGPS are arrays of sea ice
trajectories starting from an initial uniformly spaced grid of
�10 km. Lindsay and Stern [2003] report that the median
magnitude of displacement differences between buoy drift
(via ARGOS positioning) and RGPS motion estimates is
323 m. The uncertainty in RGPS displacements is compa-
rable to those from drifting buoys. Secondary procedures in
the RGPS derive estimates of deformation, histogram of
thin ice thickness, and multiyear ice coverage from the
record of time-varying backscatter and cell areas computed
on the deforming Lagrangian grid cells. Line segments
connecting the grid points define cells within which these
quantities are computed. The ice thickness histogram is of
seasonal ice grown in openings during the winter. Details of
the analysis procedures can be found in the papers by Kwok
et al. [1995] and Kwok and Cunningham [2002]. A brief
summary of the seasonal ice growth calculations is provided
in Section 5.
[15] The RGPS data set used here consists of products

from six winters (1996–1997, 1997–1998, 1998–1999,
1999–2000, 2000–2001, and 2001–2002). Winters span
the period between October and May. Gaps in the ice
motion data sets are due to the lack of backscatter contrast
for tracking ice features in the SAR imagery. Of the full set
of RGPS products, three are used here: ice motion, defor-
mation, and ice thickness histogram. The ice deformation
product contains the geographic location, area, and velocity
gradients at each cell computed at every time step. Nominal
time step is typically �3 days. Seasonal ice production is
from the record of the derived thickness estimates at
Lagrangian cells stored in the ice thickness histogram
product.
[16] Measures of sea ice deformation of the Arctic Ocean

used in the comparison model and RGPS data are diver-
gence, vorticity, and shear computed at different length
scales. In the following analysis, the divergence, vorticity,

and shear of a given area (Lagrangian cell or region) are
written as:

r � u ¼ ux þ vy; z ¼ vx � uy; e ¼ ux � vy
� �2þ uy þ vx

� �2h i1
2

ð1Þ

where ux, uy, vx, and vy are the spatial gradients in ice motion
computed using a line integral around the boundary of that
area, vis.:

ux ¼
1

A

I
udy uy ¼ � 1

A

I
udx vx ¼

1

A

I
vdy

vy ¼ � 1

A

I
vdx ð2Þ

The line segments connecting the vertices of a polygon (or
grid cell in this case) define the regional boundaries. In our
case, the smallest area is that defined by the boundaries of a
RGPS cell (�10 km on a side).r � u is a measure of the rate
of area change, z is the principal measure of rotation rate,
and e is the scalar magnitude of shear. The procedure used
to evaluate these integrals is shown in the Appendix A.

2.3. Common Projection

[17] All daily model scalar and vector fields are mapped
onto an Earth-fixed Cartesian grid using a polar stereo-
graphic projection. This transformation maps the Earth’s
surface to a plane parallel to 70�N. The origin is at the pole
and the positive x axis runs along 45�E. The mapping is
conformal, i.e., angles are preserved. The scale is 1.0 at
70�N and 0.97 at the pole. All ice motion vectors are scaled
consistently when they are converted to this planimetric
representation.

3. Ice Drift and Fram Export

[18] This section compares ice drift and ice area export at
Fram Strait from model simulations with those from buoys
and RGPS observations. While the buoy and RGPS drifts
allow us to contrast the model behavior at different temporal
scales, we show that the coverage of the RGPS data
provides a more comprehensive spatial depiction of the
differences between model and data.

3.1. Simulated Thickness Fields

[19] In general, the response of the ice cover to external
forcing is dependent on ice strength that is in turn dependent
on ice thickness. Therefore, the simulated thickness fields
(shown in Figure 1) are of interest because they are useful
for interpreting the results of our assessment of the model
drifts throughout this paper. Except for the NPS fields, the
spatial character of the modeled thickness distributions does
not vary significantly during the winters bracketed by the
two January fields (1997 and 2001) shown. The expected
thickness gradient across the Arctic Ocean with the thickest
ice north of Greenland and thinner ice toward the Siberian
coast is seen in all the fields. Temporally, the NPS fields
show a noticeable negative trend in mean ice thickness
compared to the others (starting at �3.0 m and ending at
�2.2 m (the fields of the intervening years are not shown)).
Their results are further discussed by Maslowski et al.
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[2007] and Stroeve and Maslowski [2007]. The NPS fields
also show what looks to be fracture patterns in the ice cover.
In descending order, the mean thickness of the PIOMAS,
ECCO2, and LANL fields are approximately 2.5 m, 2.0 m,
and 1.6 m.

3.2. Comparison With Buoy Drift

[20] Prior to comparisons, daily model ice drifts are
spatially interpolated to the buoy locations. Since the
sampling of the 12-hour buoy drifts are aligned with daily
model outputs, no temporal interpolation is necessary.
Differences between daily model and buoy drifts are sum-
marized in Table 2. To reduce noise when the model-buoy

signals are low, differences are not computed when either
the daily model or buoy displacement falls below 1 km. As
a result, the number of model-data pairs (N) varies between
models. These daily differences provide a measure of the
simulated sea ice response to short-term wind forcing
because the wind accounts for a large fraction of the daily
ice drift [Thorndike and Colony, 1982]. While there is a
range of performance in the model simulations, the metrics
in Table 2 (mean/standard deviation of the differences in
drift in the x and y directions, mean/standard deviation of
the directional differences, and the squared correlation
between the two drift vectors) show that individual model
behavior is at least internally consistent, i.e., they do not
vary considerably from year to year. At this timescale, there
are no noticeable biases in the mean motion. The squared
correlation (r2) between daily model and buoy drifts ranges
from 0.2 to 0.8. The daily PIOMAS simulations are gener-
ally better (i.e., lower sDx,Dy, sDq and higher r2) perhaps
because this model assimilates daily satellite ice concentra-
tions. In the NPS comparisons, the higher r2 during the last
3 years could be due to the thinner cover. It is interesting to
note that, for two winters (October 1996 to April 1997 and
October 2000 to May 2001), the daily drifts from the LANL
model account for a far larger fraction of the variability of
buoy drift (r2 = 0.77 and 0.80) than the other models (those
years also have the lowest sDx,Dy). This better performance
may be potentially attributable to the improved atmospheric
forcing data used by the LANL model, discussed by Hunke
and Holland [2007], but an in-depth analysis, although
interesting, is beyond the scope of the present study.

3.3. Comparison With RGPS Ice Drift

[21] Instead of comparing daily ice drift, in this section
we examine the variability in monthly displacements when
compared with RGPS drift tracks. Whereas the daily drift
comparisons provide a measure of the daily response to the
wind, the monthly differences capture the longer-term
coupled ice-ocean response of these models to the pre-
scribed atmospheric forcing. As the sampling of the RGPS
ice motion estimates are not uniform in time and space, we
first align the two data sets by constructing model drift
trajectories to simulate the observed RGPS drift tracks. The
monthly model-based trajectories are created such that they
share identical initial locations as the RGPS observations
near the beginning of each month. The time of the last
observation is defined by the last RGPS observation of that
month. Gridded model motion fields are interpolated, bili-
nearly, to propagate the drift track on a daily basis. Each
model track is defined by the same initial location and
identical temporal extent. Even though modeled ice motion
is expected to have fairly large spatial correlation length
scales, i.e., smooth, it should be recognized that small errors
introduced in this alignment process would reduce the
model-RGPS correlation. The spatial density of the RGPS
trajectories (sampled on an �10 km grid) is much higher
and thus there is 1 order of magnitude more trajectory pairs
for sampling the spatial differences than using buoy drifts.
[22] Table 3 summarizes the differences between monthly

model and RGPS ice drift for the winters (November
through April) where data are available. Spatial differences,
discussed later, are shown in Figure 2. The results in Table 3
show that the sDx,Dy are lower than those in Table 2.

Figure 1. Simulated thickness fields. (a) 1 January 1997
and (b) 1 January 2001.
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Compared to the daily drift results, the squared correlation
(r2) between monthly model and RGPS drifts is quite
different: on average r2 has decreased for PIOMAS, in-
creased for ECCO2, decreased for NPS, and decreased
slightly for LANL. The r2 of PIOMAS, ECCO2, and LANL
are now more in the same range (0.4–0.6). Differences
between r2 in Tables 2 and 3 can be attributed to the
following: (1) the daily drift comparisons are performed at
available buoy locations, and buoys are deployed typically
on older ice and away from thinner seasonal ice; and (2) the
monthly comparisons using RGPS ice drift provide a more
spatially extensive sampling of model-data differences. At
the monthly timescale, the overall performance of the four
models (except for the NPS simulations) seems to be more
comparable than that suggested in Table 2.
[23] To explore whether the simulated drifts are superior

away from the coast, we calculate the monthly model-RGPS
differences for only drift tracks that are more than 400 km
from the coast. When these results (Table 3) are contrasted
with those obtained from the entire RGPS domain, it can be
seen that there is a remarkable increase in the squared
correlation between the monthly model and RGPS ice drift
for all years. The sDx,Dy are also lower. The NPS results are
an exception and are attributable to factors discussed in
Section 2.1.3. Overall, the results suggest that coastal ice

drifts are not simulated as well perhaps because of the
treatment of the boundary conditions or deficiencies in the
forcing or rheology used. Nevertheless, this behavior seems
to be a common characteristic. Difficulties in simulating
coastal motion are also manifest in the spatial field of
differences between model and RGPS, as discussed below.
[24] Figure 2 depicts the spatial distribution of average

monthly drift differences for the four winters over that part
of the Arctic Ocean covered by RGPS observations. In the
central Arctic Ocean, the average differences are within
1 km d�1 (light blue and yellow). Common among the
results from the 4 years are the large negative differences
(dark blue), of generally slower model drift (by more than
2 km d�1), off the Alaskan and east Siberian coasts. The
differences are most pronounced in the NPS model drift; as
mentioned earlier, these results highlighted the overall effect
of using simplified model thermodynamics and ice strength
parameterization, which have been shown to result in overly
low simulated ice drifts [Maslowski and Lipscomb, 2003].
Certainly, the thicker NPS ice cover (Figure 1) would have
an additional effect on the overall drift speed because of
attenuated response to wind forcing. Again, these discrep-
ancies that are common to all the model simulations, are
worth investigating to learn whether they are due to coastal

Table 2. Differences Between Daily Model and Buoy Ice Drifta

mDx sDx mDy sDy mDq sDq r2 N

PIOMAS
Oct 1996 to May 1997 �0.1 4.5 0.2 4.2 5.7 34.2 0.69 1995
Oct 1997 to May 1998 �0.6 4.8 1.1 5.0 9.2 41.5 0.62 2379
Oct 1998 to May 1999 �0.2 5.1 �0.4 5.1 12.3 39.5 0.57 1873
Oct 1999 to May 2000 0.6 4.3 �0.3 4.2 6.8 35.3 0.66 1794
Oct 2000 to May 2001 �0.3 4.5 0.5 4.3 5.3 32.7 0.69 2034
Oct 2001 to May 2002 �0.1 4.8 �0.1 5.2 6.6 41.5 0.62 2781
Oct 2002 to May 2003 �0.5 4.8 0.0 5.2 7.3 39.3 0.63 2506
Oct 2003 to May 2004 �0.5 4.6 0.5 4.5 8.2 36.2 0.67 2714

ECCO2
Oct 1996 to May 1997 0.0 7.8 0.1 6.7 �4.7 63.6 0.27 2257
Oct 1997 to May 1998 0.2 7.4 1.0 7.1 3.4 70.6 0.24 3034
Oct 1998 to May 1999 �0.5 7.9 0.5 7.0 �1.0 74.7 0.19 2384
Oct 1999 to May 2000 0.0 6.3 �0.3 6.2 �6.3 64.2 0.31 2053
Oct 2000 to May 2001 0.4 6.6 0.7 6.2 �6.9 62.7 0.34 2262
Oct 2001 to May 2002 0.3 7.3 �0.2 7.6 �1.5 70.8 0.24 3054
Oct 2002 to May 2003 0.1 7.9 �0.3 7.6 3.2 71.6 0.21 2982
Oct 2003 to May 2004 0.4 7.8 0.7 7.1 �3.6 68.6 0.22 3118

NPS
Oct 1996 to May 1997 1.5 6.0 0.4 6.2 7.0 55.0 0.35 759
Oct 1997 to May 1998 0.0 6.3 �0.4 7.1 3.1 81.4 0.13 935
Oct 1998 to May 1999 1.5 7.5 0.0 7.7 3.6 74.6 0.23 472
Oct 1999 to May 2000 �1.5 6.0 1.0 4.5 16.3 70.6 0.21 306
Oct 2000 to May 2001 �0.2 5.6 2.1 5.5 0.1 50.0 0.55 760
Oct 2001 to May 2002 �0.5 5.8 1.0 5.9 16.7 50.4 0.49 1377
Oct 2002 to May 2003 �0.6 5.8 �0.1 5.9 12.9 53.7 0.47 1669

LANL
Oct 1996 to May 1997 0.4 3.2 �0.5 3.3 10.8 21.4 0.80 2688
Oct 1997 to May 1998 0.2 5.9 0.5 6.3 7.9 56.5 0.41 3188
Oct 1998 to May 1999 0.1 6.2 0.1 5.6 5.1 53.9 0.39 2470
Oct 1999 to May 2000 0.8 4.4 0.3 4.3 �0.1 39.8 0.58 2422
Oct 2000 to May 2001 0.0 3.5 0.6 3.3 3.9 22.3 0.77 2855

aHere mDx,Dy and sDx,Dy are mean and standard deviation, respectively, of the differences in the x and y directions; mDq and sDq are mean and standard

deviation, respectively, of the directional differences between the drift vectors; r2 is squared correlation between the two drift vectors; and N is number of

samples. Units are km d�1.
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wind forcing or model behavior and also whether other
models exhibit the similar behavior.

3.4. Fram Strait Area Flux

[25] One metric that is widely used in model develop-
ment, especially for tuning model parameters, is that of ice
area outflow at the Fram Strait; this export of sea ice is of
interest because of its importance in the mass balance of the
Arctic ice cover and its potential impact on convective
overturning in the Greenland Sea. In Figure 3, the simulated
winter ice area outflow is compared to satellite observations
[Kwok and Rothrock, 1999; Kwok et al., 2004]. The
interannual variability seems to be well simulated.
However, the LANL outflow stands out as being higher
by �400 � 103 km2. This is contrary to the LANL-RGPS
results (in Tables 2 and 3) obtained thus far, which showed
no significant anomaly in the LANL ice drift in the western
Arctic. Since RGPS observations do not extend to the

eastern Arctic, we compare one winter’s of ice drift from
satellite passive microwave observations [Kwok et al.,
1998] with those of the LANL model. Indeed, the compar-
ison shows that while the LANL ice drift seems to be
reasonable (i.e., comparable to satellite ice drift) in other
parts of the Arctic Ocean, the LANL ice drift is much higher
(>2–3 km d�1) in the Kara Sea, in the eastern Arctic over
the Nansen Basin and in the Fram Strait. At the Fram Strait,
this increased drift speed results in a higher area outflow for
the years compared. The increased area outflow most likely
is due to the surface forcing used (winds and ocean
currents), but also could be attributable partly to the
thickness of the LANL ice cover in this region (see
Figure 1). Compared to the other model fields, there is a
large expanse of sea ice that is much thinner (1–1.5 m
thick) covering much of the Nansen Basin. This highlights
the importance of a spatially extensive ice drift data set for

Figure 2. Differences between monthly model and RGPS displacements magnitudes for four winters
(November–April). (a) PIOMAS, (b) ECCO2, (c) NPS, and (d) LANL (units: km d�1).
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capturing the pan-Arctic response of coupled ice-ocean
models or the anomalies in the forcing data sets.

4. Regional Drift and Deformation

[26] Spatial gradients and ice drifts at seasonal and
regional scales are examined in this section. Rather than
short-term responses, the objective here is to capture the
seasonal behavior at these longer length scales by compar-
ison with RGPS ice drifts and gradients.

4.1. Seasonal Drift and Regional Deformation

[27] In this section, we partition the available winter
RGPS coverage of the Arctic Ocean into five regions and
examine the net seasonal advection and deformation of
the boundaries of each individual region over the winter
(Figure 4). Depending on the RGPS coverage of a
particular year, the southern boundaries of the regions
vary from year to year. Henceforth, we designate region i
as Si. For the years considered here, the sea ice cover of
the Beaufort and Chukchi Seas, in S1 and S2, are
predominantly seasonal and thus thinner. S3 contains a
mixture of ice types with seasonal ice in the south. The
central Arctic and Canada Basin (within S4 and S5) are
inside the perennial ice zone and generally have higher
fractions of older and thicker ice. All regions, except for
S4, are subject to direct coastal influences from the
perspective of ice mechanics and thermodynamics. In
the fall, the southern ice edges of S1, S2 and S3 are
generally exposed to the open ocean.
[28] Figure 4 shows, for 5 years (1997 to 2001), the

variability of the coverage and deformation of the five
regions as manifested by the boundaries between November
and the end of April. For each year, Figure 4 shows (1) the
initial coverage and boundaries of the five regions at the
beginning of November, (2) the advected and deformed
regions at the end of April from RGPS ice drift (in color),
and (3) the same regional boundaries at the end of April

from model ice drift (in black). Vectors (model in black;
RGPS in red) near the center of each region represent the
average displacement of the region’s boundaries. Drift
tracks of boundary samples that define the regions are
constructed as in the above section: starting from an initial
location, gridded model motion fields are interpolated to
propagate individual drift tracks on a daily basis.
[29] At the large scale, the mean advection of the regions

and their defining boundaries are expressions of the large-
scale circulation patterns. At the small scale, the response of
the ice cover to large-scale gradients and coastal boundaries
is concentrated along narrow zones of fractures and these
give the boundaries the smaller-scale structures in Figure 4.
Generally, all the models capture the large-scale wind-
driven anticyclonic motion during the winter quite well.
In detail, however, variability in model behavior is high.
Boundaries from model drift could lead or lag the RGPS
boundaries. Occasionally, the curvature of the boundaries
could be reversed. Here, we select two broad measures of
the correspondence between model and data: the total
displacement of individual regions computed as the average
of the displacements of the boundary points (Table 4), and
the regional area change (or divergence) between November
and April (Table 5).
[30] Table 4 shows the seasonal displacement of each

region as a fraction of the RGPS displacement and the
directional difference between the displacement vectors. S1,
during the winter of 1998, saw the largest average displace-
ment of 555 km, while the 93 km displacement of S4 in
1999 was the smallest exhibited. The model-derived dis-
placement ranges between 0.2 and 2.4 times that of the
RGPS displacements. Directional differences between the
displacement vectors could be up to 110�. The last two rows
of Table 4 show the mean and standard deviation for each
parameter over the 5 years and five regions. On average, the
NPS ice drift stand out as giving regional displacements that
are consistently lower (mean Dmodel/DRGPS = 0.5) than those

Figure 3. (a) Comparison of model Fram Strait sea ice outflow with satellite estimates and (b) spatial
differences between LANL model and satellite ice drift (km d�1) for one winter (November 2000 to April
2001).
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of the RGPS. This is also evident in the generally lower
NPS ice drift seen in Figure 2.
[31] The percentage regional area change between

November and April (or equivalently, divergence) and the
difference between model and RGPS percentages are shown
in Table 5. The RGPS data shows that the regional diver-
gence ranges between �14% and 37% over the 6 winter
months. Except for the first year, divergence in S1 is higher
than in all other regions for all the years. Extremes in the
differences between model and RGPS area change data can

be up to 31% too high or 23% too low. Also shown (the last
five rows) are the averages for each region for the 5 years.
Since the divergence signal is so large in S1, on average the
differences are smaller than the signal. For regions with very
small net area changes, the differences can be as large as the
actual RGPS-derived divergence. As can be seen in the
variability of this measure, net divergence is one of the more
difficult parameters to model because it is dependent on
accurate simulation of very small velocity gradients or strain
rates. Comparisons of the model-RGPS regional advection

Figure 4. Differences in regional advection and deformation between model and RGPS estimates.
(a) November 1996 to April 1997, (b) November 1997 to April 1998, (c) November 1998 to April 1999,
(d) November 1999 to April 2000, and (e) November 2000 to April 2001. Model-derived regional
boundaries are in black, while those from the RGPS are in color. Vectors (model is in black, and RGPS is
in red) near the center of each region show the average displacement of the boundary samples computed
from model and RGPS data.
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and deformation at the seasonal timescale shown here
capture the longer timescale integrated behavior of individ-
ual models that is not available from just first-order drift
differences (like those in Tables 1 and 2).

4.2. Correlation of Regional Deformation Time Series

[32] The previous subsection explored the overall seasonal
drift and divergence of five regions. At a shorter timescale,
we can examine the temporal correlations of the time series
of 6-day deformation of these five regions from model and
RGPS ice motion. The regional deformation defined by
divergence, vorticity, and shear is computed as in equation
(1). In this case, ux, uy, vx, vy are the spatial gradients in ice
motion computed using a line integral around the boundary
of each region. The line segments connecting the boundary

define the path of the integral. Interpretively, r � u is a
measure of the rate of area change, z is the principal
measure of rotation rate, and e is the scalar magnitude of
shear. Figure 5 shows one example of the time series of
6-day regional shear derived from ice drift from the four
models and the RGPS. The particular region in this example
is S1 for the time period between November 2000 and April
2001. Relative correlations between the model and RGPS
time series can be seen in this example.
[33] Table 6 summarizes the squared correlations between

the model and RGPS time series of 6-day divergence,
vorticity, and shear for the five winter seasons. Again, the
variability in performance is high with the models account-
ing from 0 to 24% of the variance in the time series of
divergence, 0 to 76% of the vorticity, and 0 to 69% of shear.

Figure 4. (continued)
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Figure 4. (continued)

Table 4. Average of the Displacements (D) of the Boundary Points of the Five Regions Between November and April, the Model

Displacements as a Fraction of the RGPS Displacements, and the Directional Differences (Dq) Between the Model and RGPS

Displacement Vectorsa

Region
DRGPS (km)
(RGPS)

Dmodel/DRGPS Dq (deg)

PIOMAS ECCO2 NPS LANL PIOMAS ECCO2 NPS LANL

Nov 1996 to Apr 1997
S1 166 0.6 0.5 0.2 1.2 �6.8 �14.7 28.2 14.7
S2 162 1.1 1.2 0.4 1.5 �15.3 �53.3 �11.0 9.1
S3 358 0.8 1.2 0.5 1.2 1.4 �15.3 12.4 20.1
S4 362 1.0 1.1 0.5 1.0 �5.1 3.6 1.8 �3.4
S5 163 1.1 1.3 0.6 0.9 11.2 15.4 18.3 �18.4

Nov 1997 to Apr 1998
S1 555 0.7 1.1 0.3 1.1 6.3 7.6 46.1 11.3
S2 233 1.0 1.4 0.1 1.3 23.7 1.6 �16.5 �3.2
S3 290 0.6 1.2 0.3 1.3 42.6 5.5 �18.2 4.0
S4 160 0.8 1.2 0.4 0.5 59.8 19.4 �76.1 17.4
S5 113 0.7 1.4 0.2 1.9 �12.6 �39.9 79.4 �1.0

Nov 1998 to Apr 1999
S1 307 0.6 1.2 0.6 1.4 16.9 11.0 4.5 �4.3
S2 117 0.5 1.6 0.3 1.3 �76.8 5.7 �109.9 �42.3
S3 128 0.4 1.2 0.9 0.8 83.6 6.2 111.4 87.3
S4 93 1.1 1.4 0.9 1.2 �12.9 �57.3 82.5 �20.7
S5 111 1.1 1.5 0.4 1.9 26.0 �16.0 �14.6 �2.8

Nov 1999 to Apr 2000
S1 344 0.6 0.9 0.6 1.3 �6.4 13.6 8.2 �4.6
S2 124 1.8 0.7 0.9 1.9 �8.6 38.9 40.3 �13.7
S3 160 1.7 1.9 0.8 2.4 43.3 �0.5 45.2 22.3
S4 146 0.6 1.5 0.2 1.1 15.4 8.1 �5.2 19.3
S5 112 0.9 1.7 0.7 2.1 8.4 �1.3 �24.0 �9.6

Nov 2000 to Apr 2001
S1 489 0.8 1.0 0.6 1.2 9.7 7.9 27.6 10.3
S2 334 1.0 1.1 0.6 1.1 9.1 5.2 36.8 7.2
S3 247 1.0 1.5 0.7 1.7 36.6 13.5 28.9 24.1
S4 287 0.6 0.8 0.6 0.9 11.8 �18.3 �8.7 �20.8
S5 201 0.7 0.7 0.8 1.5 10.6 �9.0 �14.0 �19.2
Mean 0.9 1.2 0.5 1.3 10.9 �2.5 10.9 3.3
SD 0.3 0.3 0.2 0.4 30.1 22.0 46.7 24.0
aNegative to the right of the RGPS vector.
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Table 5. Percentage Area Changes (DA/A � 100) of the Five Regions Between November and April and Their Percentage Differences

From the RGPS Estimates

Region

DA/A � 100 ((DA/A)model � (DA/A)R) � 100

RGPS PIOMAS ECCO2 NPS LANL PIOMAS-RGPS ECCO2- RGPS NPS-RGPS LANL-RGPS

Nov 1996 to Apr 1997
S1 10.2 3.2 6.3 5.2 14.6 �7.0 �3.9 �5.0 4.4
S2 0.5 12.8 7.7 10.1 14.8 12.3 7.2 9.6 14.3
S3 �0.8 9.2 �1.8 11.5 12.6 10.0 �1.0 12.3 13.4
S4 �13.4 �10.8 �7.4 4.4 �1.3 2.6 6.0 17.8 12.1
S5 �8.5 �24.9 �21.1 �4.9 �9.4 �16.4 �12.6 3.6 �0.9

Nov 1997 to Apr 1998
S1 33.2 24.2 57.9 11.2 32.4 �9.0 24.7 �22.0 �0.8
S2 �1.7 �3.9 3.4 7.7 14.0 �2.2 5.1 9.4 15.7
S3 �8.0 1.3 9.6 11.9 16.4 9.3 17.6 19.9 24.4
S4 8.8 9.0 �9.9 10.2 9.9 0.2 �18.7 1.4 1.1
S5 17.8 16.7 30.4 7.7 16.6 �1.1 12.6 �10.1 �1.2

Nov 1998 to Apr 1999
S1 36.6 20.5 36.3 13.5 28.1 �16.1 �0.3 �23.1 �8.5
S2 �3.4 0.6 2.0 6.0 8.6 4.0 5.4 9.4 12.0
S3 0.5 0.3 4.7 10.2 13.2 �0.2 4.2 9.7 12.7
S4 1.0 8.4 3.7 11.8 13.0 7.4 2.7 10.8 12.0
S5 16.5 0.8 28.2 12.9 11.7 �15.7 11.7 �3.6 �4.8

Nov 1999 to Apr 2000
S1 37.9 26.7 28.8 18.8 23.7 �11.2 �9.1 �19.1 �14.2
S2 0.1 6.6 18.6 5.5 10.8 6.5 18.5 5.4 10.7
S3 �6.8 15.6 20.7 13.5 24.2 22.4 27.5 20.3 31.0
S4 �0.2 5.4 �2.9 11.8 7.6 5.6 �2.7 12.0 7.8
S5 1.6 �10.4 �2.9 6.5 4.5 �12.0 �4.5 4.9 2.9

Nov 2000 to Apr 2001
S1 12.8 38.8 29.6 17.7 25.7 26.0 16.8 4.9 12.9
S2 �6.2 10.9 6.9 5.8 11.7 17.1 13.1 12.0 17.9
S3 �14.4 0.8 6.9 16.3 12.2 15.2 21.3 30.7 26.6
S4 3.0 17.1 3.8 14.6 16.6 14.1 0.8 11.6 13.6
S5 �1.0 �6.5 12.3 5.4 14.0 �5.5 13.3 6.4 15.0

Average
S1 26.1 22.7 31.8 13.3 24.9 �3.5 5.6 �12.9 �1.2
S2 �2.1 5.4 7.7 7.0 12.0 7.5 9.9 9.2 14.1
S3 �5.9 5.4 8.0 12.7 15.7 11.3 13.9 18.6 21.6
S4 �0.2 5.8 �2.5 10.6 9.2 6.0 �2.4 10.7 9.3
S5 5.3 �4.9 9.4 5.5 7.5 �10.1 4.1 0.2 2.2

Figure 5. One example of the time series of 6-day regional shear derived from model and RGPS ice
drift. The particular region in this example is S1 for the time period between November 2000 and April
2001. Squared correlation between the time series of 6-day divergence, vorticity, and shear from the
model simulations and RGPS observations for the five regions are shown in Table 6.
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On average, the models are best at simulating the time series
of regional vorticity, followed by shear and divergence. The
simulation of divergence is remarkably poor. Of note is that
the squared correlations of time series of regional deforma-
tions are uniformly poor in all the models between November
1999 and April 2000. Interestingly, this one winter does not
stand out as clearly in the earlier comparisons (Tables 1, 2, 3,
4, and 5). The quality of the 6-day vorticity and shear time
series seemsmuch better simulated in the preceding years and
in the following year. These 5 years of results seem to indicate
significant interannual variability in the quality of simulated
regional deformation.

4.3. Net Winter Deformation at �10 km Length Scale

[34] Figure 6 contrasts the net seasonal deformation
(divergence, vorticity, and shear) of one winter (November
1997 to April 1998) at the length scale of the RGPS
Lagrangian cells (�10 km). This examination provides
another temporally integrated measure of the performance
of the models but at a higher resolution. Similar to the
approaches above, model drift tracks for the entire season

with an initial spacing of 10 km are constructed and the net
deformation is computed at the end of April. The deforma-
tion at each Lagrangian cell is computed by first summing
the velocity gradients over the period and then calculating
the net divergence, vorticity, and shear as in equation (1).
[35] Figure 6 shows that there is a wealth of spatial details

in the high-resolution RGPS depiction of the behavior of the
ice cover at and near the length scale of the Lagrangian cells
(�10 km). It is certainly not expected that current models
should be able to reproduce these spatial details but it is
interesting to note the similarities in the large-scale spatial
patterns. The model results, except those from the NPS,
seem to be able to reproduce the large-scale clockwise
rotation (positive vorticity: light bluish pattern) of the
central Arctic Ocean. The region of more intense rotation
(deeper blue) just north of the Alaskan coast is missing in all
the model results. It is also interesting to note that the
counterclockwise rotation of the Lagrangian cells just north
of the Anjou Islands and in the East Siberian Sea can be
seen in all the simulations. In terms of divergence, the
positive divergence zones (red) are concentrated near the

Table 6. Squared Correlation (�100) Between the Time Series of 6-day Divergence, Vorticity, and Shear From the Model Simulations

and RGPS Observations for the Five Regions

Region

Divergence Vorticity Shear

PIOMAS ECCO2 NPS LANL PIOMAS ECCO2 NPS LANL PIOMAS ECCO2 NPS LANL

Nov 1996 to Apr 1997
S1 0 11 0 0 48 58 3 76 13 12 3 16
S2 6 15 7 16 6 15 7 16 56 47 25 64
S3 0 4 5 9 27 36 10 32 27 44 26 32
S4 12 18 0 20 36 57 1 25 7 48 24 36
S5 58 73 42 60 57 65 12 66 66 63 45 60

Nov 1997 to Apr 1998
S1 30 24 15 27 30 24 15 27 44 43 3 45
S2 18 13 0 21 18 13 0 21 29 32 30 50
S3 0 0 1 0 0 0 1 0 21 20 31 30
S4 1 6 2 0 1 6 2 0 9 11 0 22
S5 29 18 7 29 29 18 7 29 6 12 3 20

Nov 1998 to Apr 1999
S1 10 13 16 12 34 45 19 29 47 46 4 51
S2 27 29 11 6 27 29 11 6 6 33 8 15
S3 7 8 1 5 50 56 12 55 35 46 3 42
S4 6 0 1 0 42 68 24 66 9 29 1 14
S5 9 11 9 14 0 39 12 35 37 53 9 42

Nov 1999 to Apr 2000
S1 4 10 1 7 27 19 37 28 3 7 9 10
S2 1 0 0 0 1 0 0 0 4 18 3 23
S3 0 2 0 0 11 27 2 16 0 0 10 0
S4 0 2 0 0 31 52 11 42 0 4 1 1
S5 0 7 0 1 23 31 16 19 6 8 24 3

Nov 2000 to Apr 2001
S1 8 18 23 34 67 50 35 76 60 42 26 48
S2 6 13 4 8 6 13 4 8 69 19 3 35
S3 6 13 0 8 60 70 56 60 29 44 36 30
S4 0 0 0 3 72 77 16 67 14 23 5 8
S5 10 13 3 5 37 69 27 54 4 9 29 15

Average
S1 10 15 11 16 46 45 27 54 33 30 9 34
S2 12 14 5 10 12 14 5 10 33 30 14 38
S3 3 6 1 4 34 44 16 40 23 31 21 27
S4 4 5 1 5 44 61 13 49 8 23 6 16
S5 21 24 12 22 28 52 16 44 24 29 22 28
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southern part, the margins, of the Arctic ice cover; conver-
gence zones (blue) stand out in the E. Siberian Sea. The
central part of the Arctic near the pole is somewhat more
quiescent. Broadly, there seems to be some resemblance
between the model fields and RGPS results. The NPS
results are quite different in that these general patterns of
divergence and vorticity are not produced; potentially, this
could be due to the relatively thicker NPS ice cover
(Figure 1) and thus higher ice strength and less responsive
to external forcing. The map of net winter shear from the
RGPS shows linear features that crisscross the Arctic Ocean
at different orientations with an area of relative quiescence
again near the pole. Visually, however, it is more difficult to
locate any spatial correspondence in the shear patterns in the
model and RGPS fields. The density of the RGPS linear
patterns is significantly higher than that seen in the model
maps. Perhaps this contrast between model and data could
be exploited in future model improvements. An interesting
question is whether increased model resolution would
eventually produce similar details.

5. Deformation-Related Ice Production

[36] The seasonal ice volume produced in openings or
fractures in the ice cover is examined here. In the RGPS,
this volume production is estimated using the record of area
changes of the Lagrangian cells and a simple ice growth
model. We use the same procedures to compute the volume
production using model ice drift. The intent here is not to
evaluate the absolute ice production but to contrast the
relative variability of the deformation-related area/ice pro-
duction calculated from model and from high-resolution
RGPS ice drift. Indeed, since we use an identical ice
growth, the differences due to model thermodynamics are
removed from this assessment. In this section, we first
provide a brief review of the approach detailed by Kwok
et al. [1995] and Kwok and Cunningham [2002]. Then, we
discuss the regional ice production and contrast the differ-
ences in seasonal ice produced in the models and the RGPS.

5.1. Estimation of Ice Production in RGPS

[37] It is important to note that the thickness distributions
in the RGPS products are of only seasonal ice created in
openings of the ice cover from an initial time (usually
November). Basal ice growth on existing sea ice is not
included. The thickness distribution prior to the first obser-
vation is not known. Procedurally, increases/decreases in
the area of a Lagrangian cell are interpreted as openings/
closings of the ice cover. New ice is assumed to grow in
openings; sea ice is ridged or rafted when the ice cover
closes. Thus, only the ice volume and thickness due to
seasonal ice growth in these openings and closings are
estimated. The seasonal ice thickness distributions, gs(h),
are from the cell area changes from ice drift, an ice growth
model, and an assumed mechanical redistributor of sea ice.
The ice growth rate is approximated as a function of the
number of freezing degree days experienced by each age
category using Lebedev’s parameterization [Maykut, 1986]
where h = 1.33 F0.58; h is ice thickness (cm) and F is the
accumulated freezing degree days (K) derived from the
IABP/POLES 2-m air temperature. The thickness redistrib-
utor uses a combination of rafting and pressure ridging to

account for decreases in cell area. Ice less than 40 cm thick
is rafted instead of ridged. Rafted ice is twice its original
thickness and occupies half the area; ridged ice is five times
its original thickness [Parmerter and Coon, 1972] and
occupies a quarter of the area. At each time step, the
thickness distribution within a cell is updated. In the RGPS
products, the seasonal thickness distributions of undeformed
ice in the openings and ridged/rafted ice are kept track of
separately. Uncertainties in ice production associated with
noise in the RGPS ice drift is discussed by Kwok and
Cunningham [2002].

5.2. Model and RGPS Ice Production

[38] Four years of deformation-related ice production
(within the RGPS domains shown in Figure 4) from the
models and the RGPS are shown in Figure 7. Model ice
production is computed in the same manner as that of the
RGPS procedures except that RGPS data is substituted with
model kinematics. As above, drift tracks with the same
temporal samplings are constructed from model motion
fields. The results are not unexpected: the RGPS winter
ice production is higher than the models for all 4 years
because of the ice production associated with small-scale
kinematics (length scale �5–10 km). It is also expected that
models with larger grid spacing (e.g., LANL) would tend to
underestimate ice production more than models with finer
grid spacing because area changes associated with smaller-
scale openings and closings are not resolved in coarser
models. In fact, the LANL ice production is only somewhat
lower than the other models. Since net grid area changes
represent the net of openings and closings, we expected
small-scale changes associated with those two processes are
under-represented or not resolved as grid spacing increases.
The NPS results again highlight the possible effect of lower
sea ice drift and variability associated with using simplified
model thermodynamics and ice strength parameterizations
[Maslowski and Lipscomb, 2003].
[39] During the winter of November 1997 through April

1998, the NPS simulations produced only half of the RGPS
ice volume. The model results, however, are not consistent
relative to each other in terms of ice production, i.e., they do
not rank in the same order from year to year. Also, the
spread in the ice production is fairly wide. In the winter of
November 1997 through April 1998, the difference between
the model with lowest and highest ice production is almost
300 km3. The spread in ice production is much narrower
during the last year. Small differences between model and
data measured at shorter time and spatial scales may be
amplified and propagate in time and space, and thus affect
long-range climate simulations.

6. Cracks and Fractures

[40] It is also not clear how well the models here can
resolve small-scale kinematics that are associated with
cracks and fractures. Deformation-related ice production is
dependent on small-scale variability of ice drift (the re-
sponse of the ice cover to large-scale gradients in atmo-
spheric and ocean forcing is concentrated in subgrid-scale
fractures and cracks). Cracks and fractures in the ice cover
are an expression of the mechanical response of the sea ice
to atmospheric and ocean forcings. As the grid spacing of
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sea ice models become finer, the question as to whether
higher-resolution models are capable of capturing some of
these cracks/fractures (or more appropriately linear kine-
matic features (LKFs)) seen in the RGPS deformation fields
has been posed. Indeed, on the basis of simulations from a
sea ice model similar to the LANL but configured at 9 km,
Maslowski and Lipscomb [2003] report that the model with
finer grid spacing produces long, narrow features in diver-
gence and shear fields that resemble those observed in
RGPS products. However, they stopped short of comparing
their simulations with actual RGPS observations. Hutchings
et al. [2005] demonstrate that these LKFs may be modeled
with a viscous-plastic sea ice model, using an isotropic
rheology: if the ice is assumed to be heterogeneous at the
grid scale, and allowed to weaken in time, intersecting
failure zones propagate across the region. To quantify such
correspondence between model and RGPS data at these
spatial scales is quite challenging because objective metrics
are more difficult to devise. Simple spatial correlations of
the LKFs require the models to reproduce the linear features
in their correct locations (a tall order and perhaps not
necessary especially when such spatial correspondence
between fractures may not be the most important issue in
climate simulations). In fact, their density and orientation
pattern may be more important. A more in-depth discussion
of this topic is, however, quite beyond the scope of this
work.
[41] The intent of this section is to answer the above

question at a very cursory level by visually inspecting the

model and RGPS fields to identify correspondence between
pairs of deformation fields. On the basis of all the fields
from the 4 years that we examined, we found only half a
dozen or so fields where there was some correspondence
between model and data. It should be emphasized that only
occasionally do we find what seem to be similar patterns of
LKFs. Two of the best examples are shown in Figure 8.
Certainly, the model shear fields do not show the richness in
detail seen in the RGPS data. In the first example, the
fracture patterns (indicated by arrows) in the Canada Basin
seem to line up with the patterns seen in the RGPS. The
LANL shear fields are more smeared because of the larger
grid spacing/lower spatial resolution of that model. The
second example shows a few fairly long LKFs that span a
large fraction of the Arctic Ocean. The narrow feature in the
middle of the Arctic Ocean is not visible in the LANL
fields. We did not attempt at this time to document the likely
conditions that are conducive to these occurrences. Needless
to say, these are important issues to consider in the devel-
opment and improvement of future ice models for the
simulations of subgrid-scale processes at high resolution.

7. Conclusions

[42] The present examination of the utility of the
RADARSAT Geophysical Processor System (RGPS) data
for assessment of sea ice simulations is by no means
exhaustive. We have illustrated several approaches for
investigating model-data differences afforded by the RGPS

Figure 7. Deformation-related volume production. (a) November 1996 to April 1997, (b) November
1997 to April 1998, (c) November 1998 to April 1999, and (d) November 1999 to April 2000 (units:
km3).
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kinematics derived from high-resolution satellite radar data.
Certainly, this is a first step (we have not explored all the
objective measures that could be devised for assessing
model simulations). The strengths of fine-scale RGPS sea
ice kinematics are that they offer a level of spatial and
temporal details that allow for closer examination of small-
scale deformation at a near basin-scale context and at
seasonal timescales. Gradients of ice drift at length scales
of 10 km are available from specially deployed buoy arrays,
but only with limited coverage in space and time.
[43] Daily sea ice drift from four models (the University

of Washington (PIOMAS); Jet Propulsion Laboratory
(ECCO2); Naval Postgraduate School (NPS); and, Los
Alamos National Laboratory (LANL) - are used in our
analysis). With four winters of RGPS data (1997 through
2001), we have been able to examine the (1) model ice drift
from daily to seasonal timescales, (2) model ice drift and
deformation at regional length and seasonal timescales,
(3) impact of small-scale ice drift variability on deforma-
tion-related ice production, and (4) spatial distribution of
deformation patterns in model fields. At seasonal time-
scales, model-RGPS comparisons allow us to investigate
the integrated longer-term responses of the models to
prescribed forcings in contrast to the short-term responses
that one obtains from comparison with daily buoy drifts.
The four models have different attributes; the assessment
approaches show their behavior to be highly variable when
compared to RGPS observations.
[44] In the above assessment, the large-scale circulation

pattern of sea ice in the Arctic Ocean seems well simulated
although there are distinct spatial structures indicating ice
drift differences in the model-RGPS comparisons. These
spatial structures are not evident in model-buoy compar-
isons because of the inadequate spatial sampling of the
Arctic Ocean by drifting buoys. When compared with
RGPS data, the common characteristics shared by the four
models can be highlighted: (1) the ice drift along coastal
Alaska is generally slower, (2) the skill in reproducing the
time series of regional divergence of the ice cover is poor,
and (3) the deformation-related volume production is con-
sistently lower. Details of the differences within individual
models and the RGPS data have not been fully explored. An
in-depth analysis of the model differences is outside the
scope of the present work. The approaches we have de-
scribed provide a framework that enables better understand-
ing of model behavior and perhaps will allow us to
disentangle the differences due to model parameterization
and atmospheric forcing.
[45] Of particular geophysical interest is the ability of

models with finer grid spacing to reproduce fracture patterns
found in RGPS data. Fractures and cracks are characteristics
seen throughout the sea ice cover. Whether current models
of sea ice mechanics are adequate for producing such
structures remains a question. Coon et al. [2007], upon
reviewing available deformation and stress data, suggest
that a model including deformation at discontinuities and an
anisotropic failure surface would better describe the ob-
served behavior of pack ice at shorter length scales. Another
relevant question is how well should these patterns be
produced for improved climate simulations. Here, we only
show that occasionally (and not very often) can we find in
the model deformation fields patterns that seem to resemble

Figure 8. Two examples showing correspondence be-
tween patterns of 6-day shear deformation from model
fields and the linear kinematic features from RGPS
observations. (a) 5 December to 11 December 1997 and
(b) 28 February to 4 March 1997. Fracture patterns
(indicated by arrows) in the Canada Basin seem to line up
with the patterns seen in the RGPS.
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the linear features seen in RGPS. Future investigations will
be able to take advantage of the RGPS observations for the
assessment and the improvement of sea ice simulations.

Appendix A: Evaluation of Line Integrals
Around a Polygon

[46] The line integral in equation (2):

ux ¼
1

A

I
udy

is approximated by,

ux ¼
1

A

XN
i¼1

1

2
uiþ1 þ uið Þ yiþ1 � yið Þ

where N is the number of vertices that defines the region.
The subscripts are cyclical (e.g., uN+i = ui). This results from
the trapezoid integration rule in which u(x, y) is
approximated as a linear function between points i and i +
1. Analogous formulas can be written down for the other
partial derivatives in equation (2). The area A is given by

A ¼ 1

2

Xn
i¼1

xiyiþ1 � yixiþ1ð Þ:
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