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[1] We compare the CMIP3 model fields with observations of sea ice motion, export,
extent, and thickness and analyze fields of sea level pressure and geostrophic wind of
the Arctic Ocean. These variables play important roles in the distribution and annual
balance of sea ice volume within the basin. While it is not expected that uninitialized
simulations agree completely with observations, these assessments serve to summarize
ensemble behavior, as baselines for measuring improvements, and to evaluate reliability of
CMIP3 simulations (and potentially CMIP5) for projection of decline rates of Arctic sea
ice coverage. We find the model‐data differences and intermodel scatter in summarizing
statistics are large. In a majority of model fields the mean high‐pressure pattern in the
southern Beaufort is significantly displaced toward the central Arctic Basin, leading to
difficulties in reproducing the mean spatial patterns of sea ice circulation, thickness,
and ice export. Thus, even though the CMIP3 multimodel data set agrees that increased
greenhouse gas concentrations will result in reductions of Arctic sea ice area and volume,
these comparisons suggest considerable uncertainties in the projected rates of sea ice
decline.

Citation: Kwok, R. (2011), Observational assessment of Arctic Ocean sea ice motion, export, and thickness in CMIP3 climate
simulations, J. Geophys. Res., 116, C00D05, doi:10.1029/2011JC007004.

1. Introduction

[2] Between 1979 and 2010, the Arctic sea ice extent at
the end of the melt season in September has been declining
at an astonishing rate of 11.5%/decade. Consequently, there
is increased interest in the projections of sea ice conditions
in the 21st century as reduced summer ice coverage has near‐
and far‐field climate and ecosystems impact, as well as
socioeconomic and geopolitical implications [Hassol, 2004].
[3] While global climate models (CMIP3 multimodel data

set) agree that increased greenhouse gas (GHG) concentra-
tions will result in a reduction of Arctic sea ice area and
volume, there is much uncertainty in the projected rates at
which this will occur. In particular, Zhang and Walsh [2006]
noted that even though the CMIP3 models capture the
negative trend in sea ice area, the intermodel scatter is large.
Further, Stroeve et al. [2007] show that few models exhibit
negative trends that are comparable to observations, and that
the models (as a group) likely underestimate the impact of
GHG loading. After examining the differences in down-
welling longwave radiation associated with errors in simu-
lated cloud coverage, Eisenman et al. [2007] conclude that
the results of current CMIP3 models cannot be relied upon
for credible projections of sea ice behavior. In a recent

study, Holland et al. [2010] found that the large intermodel
scatter in contemporary mass budgets is strongly related to
variations in absorbed solar radiation, due in large part to
differences in the surface albedo simulation. Notwithstanding,
Wang and Overland [2009] used a selected subset of CMIP3
models to predict a nearly ice‐free Arctic in September by
the year 2037. Each of these analyses has examined dif-
ferent components of the model output and their contribu-
tion to model scatter. Going forward, these types of detailed
assessments are useful for not only understanding the confi-
dence that could be placed in the projected rates of changes,
but they also contribute to documenting the shortcomings of
individual models and perhaps suggest paths to improvements.
[4] Our present note adds to the above assessments by

examining the simulated sea ice motion, export, extent, and
thickness, and sea level pressure of the Arctic Ocean in CMIP3
model output, with anticipation that this type of analysis would
be useful for assessment of the upcomingCMIP5model fields.
Ice motion, largely wind‐driven, plays an important role in
the regional redistribution, the spatial pattern of ice thickness,
and the export of Arctic sea ice volume. The large‐scale ice
circulation within the Arctic Basin determines the advective
balance of sea ice. Even though highly variable at short (daily)
time scales, it is dominated on average by a clockwise pattern
(Beaufort Gyre) in the western Arctic and by a persistent
Transpolar Drift Stream (TDS) that exports ∼10% of the area
of the Arctic Basin through the Fram Strait every year. The
survivability of an ice parcel within the Arctic Ocean depends
on its location, residence time and thickness. The spatial
distribution of Arctic sea ice thickness, with thicker ice off
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the north margins of Greenland and Ellesmere Island than
the Siberian Arctic, is a feature of the ice cover that can be
found in the submarine ice draft record since the 1950s and
now in satellite retrievals. Therefore, if the projected ice
decline rates are to be credible, the CMIP3 model fields
should be able to reproduce some aspects of these features.
Here, we first describe the data set and the approach used in
our assessment, followed by discussions of the results, and
the conclusions.

2. Data Description

2.1. CMIP3 Data Set

[5] Fields of Arctic Ocean sea ice motion, concentration,
and thickness, and sea level pressure are from 17 coupled
global models in the World Climate Research Programme’s
(WCRP’s) Coupled Model Intercomparison Project phase 3
(CMIP3) multimodel data set [Meehl et al. 2007]. Models
(8 of the 25) that do not provide ice motion fields are not
included. These models were discussed in the Intergovern-
mental Panel on Climate (IPCC) Change Fourth Assessment
Report (IPCC‐AR4; see IPCC [2007]). The model output
used in this study is available through the Program for Cli-
mate Model Diagnosis and Intercomparison (PCMDI). Most
models have more than one ensemble member, and we ana-
lyze only a single realization (ensemble member) from each
model. Except for total sea ice extent, we examine observed
thickness and motion fields that are within the Arctic Ocean
domain shown in Figure 1a; it is that area bounded by the
gateways into the Pacific (Bering Strait), the Canadian
Archipelago and the Greenland (Fram Strait) and Barents
Seas. All model fields are first projected onto a common grid
(on a polar stereographic projection) prior to comparative
analysis.
[6] In this study, we use model fields from 1979 to 1999

for the 20th century. Climate forcings applied over the 20th
century differ for each model but are typically based on
observational data sets. For the 21st century, we use 10 years
(2000–2008) of output that is forced with the Special Report

on Emission Scenarios (SRES) A1B “business as usual”
scenario, where CO2 is projected to reach 720 ppm by 2100
(compared to ∼370 ppm in 2000).

2.2. Sea Ice and Analyzed Meteorological Fields

[7] The gridded Arctic Ocean data sets used in this work
include the: (1) daily fields of sea ice motion (SIM) and ice
concentration from satellite passive microwave data (1979–
2008); (2) time series of Fram Strait ice area export (IAE)
from 1979 to 2008; (3) winter ice thickness from ICESat
(2004–2008) [Kwok et al., 2009]; and (4) sea level pressure
(SLP) fields from NCEP/NCAR analysis. Passive micro-
wave ice motion fields are those described by Kwok et al.
[1998] and Kwok [2008]. Satellite passive microwave ice
concentrations are from the Bootstrap algorithm. The time
series of Fram Strait area export is estimated using passive
microwave ice motion as described by Kwok [2009].

3. Taylor Diagrams

[8] In addition to the spatial fields shown in this paper,
Taylor diagrams [Taylor, 2001] are used to summarize the
scatter of the CMIP3 model fields (m) when compared with
observations (o). We first provide a brief description of these
diagrams before proceeding to the discussions of model
scatter when compared to observations.
[9] These diagrams are useful for providing concise sum-

maries of the relative merits of an ensemble of models: a
single point on a two‐dimensional (2‐D) plot indicates the
correlation coefficient (R), the root mean square difference
between two fields (E2), and the standard deviations of the
model and observation patterns (so, sm). As illustrated in
Figure 1b, these four statistical quantities are related geo-
metrically through the law of cosines. When normalized by
the standard deviation of one of the fields (so), the squared
difference can be written as:

Ê2 ¼ E

�o

� �2

¼ �̂2
m þ 1� 2R�̂m; �̂m ¼ �m

�o
;

Figure 1. (a) Boundaries (in red) that define our Arctic Ocean domain. (b) Sample point (red circle) on a
Taylor diagram summarizes the geometric relationship between the pattern statistics (correlation coeffi-
cient (R), the normalized RMS difference (Ê), and the standard deviations (so, sm)) of the model and ref-
erence fields (see description in text).
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Figure 2
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where

R ¼ 1

�m�o � N
XN
n¼1

ðfn � �f Þðrn � �rÞ:

[10] In this normalized form of the Taylor diagram, the
polar coordinates �̂m and cos−1R specify the location of each
point on the plot. The base of the triangle in Figure 1b is
always unity (i.e., sm = so). In the following discussions, the
subscriptsm and o refer to the model‐simulated and observed
fields, respectively. In each diagram (see Figure 1b), the
dashed semicircles centered at unity on the abscissa are
measures of the normalized distance (Ê) between the refer-
ence and observed fields, as described in the above equation.
Each point on the plot describes how closely the model‐
simulated field resembles the observed field on the basis of

the three normalized statistical measures (i.e., Ê, �m
�o
, R) dis-

cussed above. Henceforth, we refer to these normalized
measures as the “pattern statistics” (PS) of a given spatial
and/or temporal pattern when compared with observations.

4. Analysis

[11] The comparisons between model and data are shown
in Figures 2, 3, 4, and 5. Figures 2 and 3 contrast the mean
spatial fields of ice motion, SLP, geostrophic wind and
thickness. Figure 4 summarizes the pattern statistics, in Taylor
diagrams, of the climatologies of annual cycles and mean
patterns of ice motion, SLP, and geostrophic wind. These
climatologies are constructed from averages of the monthly/
annual fields between 1979 and 2008. Geostrophic wind
(GW) is computed from SLP fields. Since it is not expected
that these climate models reproduce a particular observed

Figure 2. Mean ice motion, sea level pressure, and geostrophic wind fields of the 17 CMIP3 models compared with those
from satellite and analyzed NCEP/NCAR fields. Correlation coefficients are shown on the top right‐hand corner of each
field. The observed center of the Beaufort High (blue crosses) is compared to the location of the center (red crosses) in each
model. CMIP3 model identifiers are shown at the bottom of each field. (Contour interval is 1.5 hPa.)

Figure 3. Mean winter Arctic sea ice thickness (2004–2008) of the 17 CMIP3 models compared
with estimates from ICESat. Taylor diagram summarizes the pattern statistics (correlation and RMS dif-
ferences). CMIP3 model identifiers are shown at the bottom of each field.

KWOK: CMIP3 ARCTIC SEA ICE SIMULATIONS C00D05C00D05

4 of 8



time evolution of a given parameter, there is no assessment of
time correlation. However, we do expect these uninitialized
climate models to be able to simulate the spatial distribution
of the mean climate, and the spatial and temporal distribu-
tion of the annual cycle. Thus, the focus of this analysis is
on the annual cycles and the mean patterns.
[12] The Taylor diagrams in Figure 4 are organized a fol-

lows. There are two diagrams for each of the spatial fields
(SIM, SLP, and GW): the fields of the annual cycle and the
29 year mean from the last 20 years of the 20th century, and
the first 9 years of the 21st century. The standard deviation
of the observed or reference field, so, is shown on the
bottom right‐hand corner of each diagram. Comparisons of
the PS provide assessments of the variability of annual
cycles and the mean patterns.
[13] Separately, we examine the PS of the mean sea ice

thickness distribution in the Arctic Ocean (in Figure 3)

because of limited time span (2004–2008) of the ICESat
data. Since the spatial pattern of sea ice coverage varies
slowly and represents an integrated response to polar climate,
we believe that this assessment is valid even though the
observational record is short. Comparisons with the monthly
and annual climatologies of Fram Strait IAE and average
September sea ice extent are shown in Figure 5. We note
that the model outputs are examined as an ensemble, and we
make no attempts to explore the relative merits of each
model.

4.1. Sea Ice Motion and Fram Strait Ice Export

[14] Following Thorndike and Colony [1982], we treat the
two components of the SIM vectors as the real and imaginary
parts of complex numbers in the computation of variance
and correlation. The resulting correlation and variances of

Figure 4. Comparison the 17 CMIP3 model and observed fields summarized in Taylor diagrams: (a) sea
ice motion, (b) sea level pressure, and (c) geostrophic wind. The pattern statistics are relative to their
annual cycle and mean climatologies (1979–2008). The standard deviation of the reference field (so)
is shown on the bottom right‐hand corner of each diagram. CMIP3 model identifiers are shown at right.
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the two complex fields are real numbers that are plotted on
a Taylor diagram.
[15] Figure 2a contrasts the 29 year mean sea ice motion

fields from observations (bottom right) with those from
models. It can be seen that, while the characteristic anti-
cyclonic (clockwise) motion of sea ice is seen in all the
models, there is a broad scatter in the strength and the
location of the center of the circulation pattern. It seems
apparent from the spatial pattern of the SLP isobars the
atmospheric forcing patterns are displaced from its expected
location in the southern Beaufort. We return to the discussion
of this arrangement of the SLP patterns when we examine the
GW fields.
[16] The Taylor diagrams in Figure 4a summarize the dis-

tribution of PS in the annual cycle and mean climatologies
of sea ice motion. The distances (Ê) of individual model
fields from the observed fields, and intermodel scatter are

large. Some models tend to exaggerate and some tend to
grossly underestimate the variability relative to the observed
fields. This can be seen in the radial distribution of PS in the
Taylor diagram (Figure 4a). Correlations of the annual
cycles are consistently less than 0.7, the normalized standard
deviations �̂m ð¼ �m �o= ), ranges from 0.4 to greater than
3.2. Correlations of the mean fields are somewhat higher as
evidenced by a clockwise rotation of the ensemble of PS;
also, the range of �̂m is reduced. In general, the correlations
are all less than 0.6. These results indicate also that, in a
majority of the models, the large‐scale average circulation
of sea ice in the Arctic is roughly reproduced when com-
pared to the observed annual cycle and mean patterns.
[17] Fram Strait IAE is the integral of the product between

the gate‐perpendicular component of the SIM and ice con-
centration along the ∼400 km fluxgate between Greenland
and Svalbard (shown in Figure 1a). Comparison of the annual

Figure 5. Comparison with climatologies (1979–2008) of Fram Strait area outflow and sea ice extent:
(a and b) annual cycle and 29 year mean/variance of Fram Strait area flux, (c) annual cycle of Arctic
ice extent, and (d) September ice extent. Dashed lines in Figures 5b and 5d represent mean and stan-
dard deviation of the observed quantity. MIRO3.2(hires) does not report ice extent.
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cycle and the mean pattern of the 17 models with those from
observations are shown in Figures 5a and 5b. Even though
there is an annual cycle in all the models (Figure 5a), their
strength or amplitude vary significantly; their month‐to‐month
intermodel scatter is also high. This scatter is large during
the winter months when the area export is expected to be
the highest owing to the annual pattern in SLP. In January, the
intermodel scatter ranges from ∼0.25 to 1.8 times the observed
mean IAE. Mean and variance of the model and observed
IAE over the 29 year period are contrasted in Figure 5b. As
with the annual cycles, the intermodel scatter is large and
thus deviations from the observed mean in ice flux.
[18] The IAE at Fram Strait may be modeled poorly since

the persistent outflow of sea ice is dependent on the correct
simulation of the strength and pattern of sea ice circulation
within the Arctic Basin. If the orientation of the TDS (an
important feature in the circulation field) within the Arctic
Basin is shifted, then the magnitude and direction of sea ice
export into the Greenland Sea could be significantly dif-
ferent from that observed. This is certainly suggested by the
spatial patterns as well as PS of the motion fields discussed
above.

4.2. Mean September Ice Extent

[19] Sea ice extent (SIE) is the sum of the area of grid
cells with at least 15% ice concentration. The seasonal
cycles of SIE are contrasted in Figure 5d. Except for three
models, behavior of the models seem to be more clustered
compared to that exhibited by the Fram Strait IAE. The
modeled average September ice extent over the period
1979–2008, a parameter of community interest, is generally
higher than that observed. This is not so surprising since
few models exhibit negative trends and variability that are
comparable to observations during the first 10 years of the
21st century [Stroeve et al., 2007].

4.3. Sea Ice Thickness

[20] Model ice thickness is compared with an ice thick-
ness field that is the average of the thickness estimates from
five winter ICESat campaigns (2004–2008) [Kwok et al.,
2009]. Each campaign covers a ∼33 day period between
approximately mid‐February and mid‐March. The mean
spatial patterns of ice thickness are shown in Figure 3. Similar
to above, the PS (also in Figure 3) show large model‐data
differences and intermodel scatter.
[21] Ten of the 17 models have correlations <0.2 with

several having negative correlations. Of the remaining seven,
there are only three with correlations >0.6. Spatial variability
is generally lower than observed. These correlations mea-
sure the similarities in the model and observed spatial dis-
tributions of ice thickness in the Arctic Basin. The spatial
pattern of ice thickness over the Arctic, with thicker ice off
the north margins of Greenland and the Canadian Arctic
Archipelago and thinner seasonal ice north of Alaska and the
Siberian Coast, can be considered a climatic feature. This
feature was first observed in submarine ice draft in the 1950s
and recently in satellite altimetry. It is a consequence of and
maintained by the large‐scale atmosphere/ocean forcing, and
the dynamics (ice circulation and ice export) and thermody-
namics (growth and melt) of the Arctic Ocean sea ice cover.
This distribution of thickness can be seen in the average

ICESat field in the bottom right of Figure 3. We find this
large‐scale climatic feature, the thickest ice on the correct side
of the basin, in only a handful of model fields. In several
models, thick ice is found in the wrong parts of the Arctic.

4.4. Sea Level Pressure and Geostrophic Wind

[22] The spatial distributions of SLP are especially inter-
esting because the horizontal gradient of these scalar fields
(wind) is the primary driver of sea ice circulation and ice
export at Fram Strait, which in turn determines the spatial
pattern of Arctic ice thickness. Thus, the character of the sea
ice cover as described by variables examined above (ice
motion, export, and thickness, perhaps to a lesser degree ice
extent) is dependent on the accurate simulation of the spatial
pattern of SLP distribution.
[23] Figure 2b compares the spatial fields of model and

analyzed SLP and GW, and Figures 4b and 4c show the PS
of the annual cycles and mean patterns same fields. It is
striking to see, considering the intermodel scatter seen in the
normalized PS of the ice motion fields (seen in Figure 4a),
that the SLP and GW PS are more clustered (Figures 4b
and 4c). Correlations are better than 0.55. Compared to the
climatologies from the observed fields, the PS (correlation
and intermodel scatter) of the GW are poorer than the PS of
SLP. Overall correlations are reduced and intermodel scatter
is increased. Gradients in the SLP highlight differences in
the potential field. The large intermodel scatter in the SIM
compared to the more moderate scatter in GW is possibly an
indication of the differences in how the wind forcing is
translated into ice velocity through the ice dynamics code in
individual models.
[24] It is also evident that the centers of the pattern of high

pressure in the model fields (as indicated by the red cross in
Figure 2b) are significantly shifted toward the center of the
Arctic Ocean compared to its observed mean location over
the southern Beaufort Sea (as indicated by the blue crosses).
This changes the circulation and spatial distribution of ice
thickness throughout the basin. In the Arctic, the large‐scale
mean circulation of sea ice (see Figure 2b) is dominated on
average by an anticyclonic (clockwise) pattern (Beaufort
Gyre) in the western Arctic driven by a mean high‐pressure
pattern centered over the Beaufort Sea. The TDS that is
associated with the strength of the low in the eastern Arctic.
These results suggest that the correct geographic location,
not only their relative locations, of these patterns of highs
and lows are of primary importance (from a sea ice per-
spective) in improving the model‐data agreement in terms of
sea ice circulation, and distribution and ice export. These
patterns are of significance in the sea ice and freshwater
balance of the Arctic Ocean.

5. Conclusions

[25] In this paper, we compared the CMIP3 model output
with observations of sea ice motion, export, extent, and
thickness, and analyzed fields of sea level pressure and
geostrophic wind of the Arctic Ocean at different averaging
time scales. These variables play important roles in the
distribution and annual balance of the sea ice mass within
the Arctic basin. The aim is to examine the similarity of the
simulations to observed and analyzed fields of the Arctic.
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The models are examined as a group with no attempts made
to explore the relative merits of individual models within the
ensemble. There is a distribution in model performance in
the collection, but some are clearly better than other. These
assessments serve to summarize ensemble behavior, as
baselines for measuring improvements, and as measures of
reliability of CMIP3 output (and perhaps CMIP5 model
fields) for projection of realistic decline rates of Arctic sea
ice coverage.
[26] In examination of the pattern statistics and compara-

tive variability, the skill of the CMIP3 models (as a group) in
simulation of observed Arctic sea ice motion, Fram Strait
export, extent, and thickness between 1979 and 2008 seems
rather poor. Model‐data differences and intermodel scatter of
the sea ice parameters in the summarizing statistics are high.
The spatial pattern of Arctic sea ice thickness, a large‐scale
slowly varying climatic feature of the ice cover, is not
reproduced in a majority of the models. We attribute this
in part to the pattern of atmospheric forcing (SLP fields) of
ice motion, and export in the models. Misplacement of the
large‐scale mean features of the circulation pattern (the
Beaufort Gyre and Transpolar Drift Stream) introduces large
differences in Arctic sea ice motion, export, and thickness,
and thus basin‐scale sea ice mass balance. As seen in the
model fields, the mean high‐pressure pattern in the southern
Beaufort is significantly displaced toward the central Arctic
Basin from its expected location in a majority of models.
[27] Arguably one of the most important connections

between the Arctic and global climate is through the Arctic
Oscillation (AO) pattern in hemispheric SLP. Rigor et al.
[2002] have shown distinctive anomalies of ice extent, ice
advection, and surface temperature associated with the
strength/polarity of the AO index. The signature of the AO
on Arctic Ocean SLP is offset toward Siberia so that when
AO is positive, the resulting combined dipole pattern accel-
erates the Transpolar Drift locally and shifts the circulation
in the basin. This is not possible in the models if the mean
high pattern is centered over the basin. Consequently the
models will not get the main features of natural sea ice
variability that may be dominating recent SIE declines as
well as the long‐term greenhouse response.
[28] While it is not expected that these uninitialized

models agree completely with observations, especially at
shorter time scales, the ice circulation, export, and thickness
are nevertheless of importance at these time scales if reliable
projections of the expected decline rates of the Arctic sea ice
coverage are of interest. Because the model simulations
have difficulties reproducing the mean patterns of Arctic
circulation and thickness, our assessment suggests consid-
erable uncertainties in the projected rates of sea ice decline
even though the CMIP3 data set agrees that increased
greenhouse gas concentrations will result in a reduction of
Arctic sea ice area and volume. We anticipate that the cli-
matologies shown here and this type of analysis shown will
be potentially useful for evaluation of CMIP5 model output,

which will include decadal hindcasts and predictions of sea
ice behavior.
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